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2616 Statistics 4 
 

     
Q1 X1, …, Xn ~ ind N(μ, σ2) ( )∑ −=

2XXY i  
E(Y) = (n – 1)σ2 Var (Y) = 2(n – 1)σ4 T =kY 

   

     
(i) E(T) = k(n – 1)σ2 B1   

 Var (T) = 2k2(n – 1)σ4 B1  2 
     
(ii) Bias = E(T) – σ2 M1   
  = k(n – 1)σ2 – σ2 A1 Allow M1A0 if σ2 – E(T). 2 
     
(iii) MSE(T) = Variance + bias2 M1 If both terms present, even if wrong.  

  = 2k2(n – 1)σ4 + {k(n – 1)σ2 – σ2}2 A1 If both correct.  

  = 2k2(n – 1)σ4 +{k2(n – 1)2 – 2k(n – 1) + 1}σ4    

  = σ4[2(n – 1) +(n – 1)2]k2 – 2 σ4(n – 1)k + σ4 A2 Divisible for algebra. 
BEWARE printed answer. 
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(iv) 

Consider 0
d

)MSE(d
=

k
T  

M1 To include “=0”, possibly implied.  
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Correct derivative. 
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Isolate k. 
 
BEWARE printed answer. 

 

 Check minimum by considering  
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Or other methods. 
 
(Since n > 1). 
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(v) 
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B2 

 
 
 
 
 
 
 
 
 
Divisible for algebra. 
Answer not printed. 
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(vi) From (ii), we want  k(n – 1)σ2 – σ2 = 0 M1 For the converse argument, with no   
 

1
1
−

=⇒
n

k  
 
A1 

support of “only if”, award SC B1.  

 In this case, MSE(T) = Var(T) M1 Or substitute in expression for MSE in 
(iii) – this is not difficult. 
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Q2     
     
(i)  H0 : μΑ = μΒ H1 : μΑ ≠ μΒ B1 Both hypotheses. Do not allow any 

other symbols, including, e.g., 
BA XX =  or similar, unless they are 

clearly and explicitly stated to be 
population means. Allow statements in 
words (see below). 

 

 Where μΑ, μΒ are the population mean strengths for 
processes A and B. 

B1 For adequate verbal definitions of μΑ, 
μΒ. Must indicate “mean”; condone 
“average”. Allow absence of 
“population” if correct notation μ  is 
used, otherwise insist on “population”.  

 

 Normality of both populations. B1   
 Same variance. B1  4 
      
(ii) 

)443710(,07109,75123,8

)34089(,2587,6667114,9

1
2

12
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⋅=⋅=⋅==

−−

−−

nn

nn

ssyn

ssxn

 

 
B1 

 
If all means and variances correct. 
Accept sn’s ONLY if correctly used in 
sequel. 

76929,437595

80668,577
2
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⋅=⋅=
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ss
 

 

 
Pooled 3497

15
57636982 ⋅=

⋅+
=s  

M1 
 
A1 

For any reasonable attempt at pooling 
(and ft into test and CI). 
If correct. 
 

 

 Test statistic is 

)38(891

79644005123
08339

8
1

9
13497

751236667114

⋅−=

⋅=⋅

⋅−
=

+⋅

⋅−⋅

 

 

 
M1 
 
M1 
 
A1 

 
Overall structure. Allow c’s pooled s. 

8
1

9
1

+  

ft c’s pooled s2. 

 

 Refer to t15. M1 No ft from here if wrong.  
 Double tail 5% point is 2·131. A1 No ft from here if wrong.  
 Not significant. E1 ft only c’s test statistic.  
 Seems mean strengths are the same for both 

processes. 
E1 ft only c’s test statistic. Expect reference 

to means and context. 
10 

     
(iii) CI is given by –9·0833 ±  M1 Must be c’s ...)( ±− yx   
   2·947 B1 From t15.  
   × 4·7964 M1 Allow c’s pooled s.  
 = –9·0833 ± 14·1349 = (–23·21(8), 5·05(2)) A1 c.a.o. Must be written as an interval. 4 
     
(iv) Wilcoxon B1 Or Mann-Whitney scores B2.  
 Rank sum test B1  2 
     
    20 
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Q3      
(a)  H0 : μD = 0 or μE = μS

 H1 : μD ≠ 0 or μE ≠ μS

B1 
 

Both hypotheses. Do not allow any 
other symbols, including, e.g., 

SE XX =  or similar, unless they are 
clearly and explicitly stated to be 
population means. Allow statements in 
words (see below). 

 

 Where μD is “population mean for Experimental 
fertilizer – population mean for Standard fertilizer”. 

B1 For adequate verbal definition of μ. 
Must indicate “mean”; condone 
“average”. Allow absence of 
“population” if correct notation μ  is 
used, otherwise insist on “population”.  

 

 Normality of differences is required.  
 

B1 Must be explicit about the population.  

 MUST be PAIRED COMPARISON t test.    
 Differences are 

0·6   2·3   –0·8   0·6   0·9   –1·5   1·4   0·8   0·1   0·2 
 
M1 

  

 13821),75(06681,460 2
11 ⋅=⋅=⋅= −− nn ssd  B1 Accept  

ONLY if correctly used in sequel. 
0244.1,01211 2 =⋅= nn ss  

 Test statistic is 

⎟⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜

⎝

⎛ ⋅
−⋅

10
0668(75)1

0460  M1 Allow c’s d  and/or sn–1. 
Allow alternative: 0  (c’s 2·262) × 

10
)75(06681 ⋅  (= ±0·7631) for subsequent 

comparison with d . 

(Or d  ± (c’s 2·262) × 
10

)75(06681 ⋅  

(= –0·303, 1·2231) for comparison with 
0.) 

 

  = 1·36(35) A1 c.a.o.  (but ft from here if this is wrong.) 
Use of  μD – d   scores M1A0, but 
next 4 marks still available. 

 
 
 
 

 Refer to t9. M1 No ft from here if wrong.  
 Double tail 5% point is 2·262. A1 No ft from here if wrong.  
 Not significant. E1 ft only c’s test statistic.  
 Seems mean yield using experimental fertilizer is 

same as for standard. 
E1 ft only c’s test statistic. Expect reference 

to mean(s) and context. 
11 

     
(b) Now need Normality for yields using experimental 

fertilizer. 
B1   

 For these yields, 
64916,08034,4320 2

11 ⋅=⋅=⋅= −− nn ssx  
 
B1 

 
Accept  
ONLY if correctly used in sequel. 

9841.14,87093 2 =⋅= nn ss
 

 One-sided CI (lower confidence bound) is given by    
 20·43 

 – 
M1 
M1 

Mean. Allow c’s x . 
Minus. 

 

  1·833 B1 From t9.  
 

 
10
08034 ⋅

×  M1 Allow c’s sn-1, or sn / 9  (see above).  

 = 20·43 – 2·36(51) = 18·06(49) 
 

A1 Depends on all 4 preceding marks.  

 In repeated sampling, lower confidence bounds 
obtained in this way would fall below the true mean 
on 95% of occasions. 

E2 (E0, E1, E2). Comment should refer to 
lower bound rather than just the 
confidence interval. 

9 

    20 
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Q4     
(a) Data 29 32 34 38 40 46 51 52 59 63 71 95 

Median 60 
Difference –31 –28 –26 –22 –20 –14 –9 –8 –1 3 11 35 
Rank of |diff| 11 10 9 8 7 6 4 3 1 2 5 12 
 

 

  M1 For differences. ZERO in this section if 
differences not used. 

 

  M1 For ranks of |difference|.  
  A1 All correct. 

ft from here if ranks wrong. 
 

 T = 2 + 5 + 12 = 19 B1 Or 1 + 3 + 4 + 6 + 7 + 8 + 9 + 10 + 11 
= 59 
 

 

 Refer to tables of Wilcoxon single sample (/paired) 
statistic. 

M1 No ft from here if wrong.  

 Lower (or upper if 59 used) 2½% tail is needed. M1 No ft from here if wrong.  
 Value for n = 12 is 13 (or 65 if 59 used). A1 No ft from here if wrong.  
 Result is not significant. E1 ft only c’s test statistic.  
 No real evidence that median is not 60. E1 ft only c’s test statistic. 9 
     
(b) 
(i) 

( )
( )

172807452091800
)4(39191)1,0(N)4(65930P

100)327,62(N80P

⋅=⋅−⋅=
⋅≤<⋅=

≤⋅=< σ
 

 
 
 
B1 

  

 ∴ expected frequency = 200 × 0·1728 = 34·6 B1 BEWARE printed answer. 2 
     
(ii) Grouping the last two cells, 

X2  = 5·6903 + 0·1946 + 18·3265 + 5·2024 + 8 9526  
+ 5·6195  
= 43.98(59) 

 
M1 
 
A1 

 
Allow without grouping. 
This becomes … + 0·0769 + 21·7529. 
X2 becomes 60·19(62). Then must have 

 below. 2
4χ

 

 

 Refer to . 2
3χ M1 NEXT mark not available if not . 2

3χ  

 Extremely highly significant – overwhelming 
evidence that Normal model does not fit data. 
 

A1 ft only c’s test statistic.  

 The fit is not particularly good in most of the 
intervals, but the main points are that the modal class 
is perhaps “half an interval lower” than expected, that 
there are many fewer low values than expected, and 
that there a lot of upper outliers. 

E2 (E0, E1, E2) 6 

     
(iii) Part (a) has a small sample and it appears that the 

underlying distribution is not Normal – could be 
dangerous to use a t test. 
 

E2 (E0, E1, E2)  

 There is also the point that, in the absence of 
Normality (or at least of symmetry), we could not use 
the t test for the mean as a proxy test for the median. 

E1  3 
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2616 - Statistics 4 
 
General Comments 
 
There were 93 candidates from 20 centres (June 2004: 82 from 20). The overall 
standard of the scripts seen was pleasing: many candidates were clearly well 
prepared for this paper. Routine calculations were carried out well but the 
candidates’ ability to comment and interpret were a little disappointing at this level. 

Question 1 was by far the least popular question with only about 15 candidates 
attempting it. Every candidate attempted Question 2; Questions 3 and 4 were 
equally popular. 

 
Comments on Individual Questions 
 
1) Estimation theory 
 

Although this was the least popular question it seemed to have the highest mean 
mark, with most of those attempting it scoring full or almost full marks. Those 
who were prepared to try it were likely to be successful as long as their algebra 
was up to the task. Sometimes the algebra arrived at the correct destination by 
brute force rather than elegance. 
There were just two places where marks seemed likely to be lost: part (iv) where 
some neglected to verify that the required value of k did indeed give a minimum 
and part (vi) where there was a temptation for some to use the converse argument. 

 
2) Two sample t test and confidence interval; the strengths of steel rods 
 

This was the most popular question being attempted by all candidates. It was also 
a very high scoring question: about half of the entry scored full or almost full 
marks. 
 
(i)  The hypotheses were usually stated correctly but there was rather less 

care in providing verbal definitions of the population means. Similarly, the 
required assumptions were sometimes less than ideal. 

 
(ii)  Most candidates carried out the test competently. There was rarely any 

problem over finding and using the pooled variance. The critical value was 
almost always correct but on a number of occasions the conclusion was 
badly expressed. 

 
(iii)  As in part (ii) most candidates had little difficulty here. Just occasionally 

the standard error (which had been correctly constructed in part (ii)) 
became “pooled s ×

17
1 ”. 

 
(iv)  This part was almost always correct. 
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3) Paired sample t test and one-sided confidence interval; comparing 

fertilizers 
 

(a)  The hypotheses were usually stated correctly but candidates were not as 
careful about defining the symbol μ. Nor were they sufficiently careful 
when it came to the distributional assumption. 

 However there were only a very few candidates who did not realise that 
they should carry out a paired test. The vast majority made good progress 
with the test itself, and only the final conclusion left room for 
improvement. 

 
(b)  As above, most realised what to do here and the correct value for the 

lower bound was usually found. A small minority tried to construct the 
confidence interval using the information from the paired test. There was 
some uncertainty again with the distributional assumption. 

 The main area of difficulty was with the interpretation of the interval. 
Very many comments revealed a flawed understanding of a confidence 
interval to quite a worrying extent. 

 
4)  Wilcoxon rank sum test for the median; Chi-squared test for goodness of fit; 

waiting times in an airport 
 

(a)  This part of the question was almost always answered well. Many fully 
correct solutions were seen. 

 
(b) (i) This part was frequently done correctly.  
 
(ii)  Most candidates calculated a correct value of X2 (with or without 

grouping) but relatively few were able to identify the correct Chi-squared 
distribution to look up. Most of those who got this second aspect wrong 
made no allowance for estimated parameters while a few thought that 
there were 200 degrees of freedom. Hardly any commented on the fact 
that the test statistic was significant at any level available to them in the 
tables. 

 Disappointingly few candidates took the trouble to comment at all on the 
reasons for the poor quality of fit. 

 
(iii)  In this part of the question very few candidates realised that they could 

refer back to the previous part for evidence that the assumption of 
background Normality was not viable. They knew that Normality was 
required, but often chose to look at the sample data in part (a), sometimes 
with the aid of a dot plot. Hardly any candidates included in their 
discussion the small sample size which might prompt the use of a t test. 

 No more than a handful of candidates picked up on the fact that a t test 
examines the population mean whereas the Wilcoxon test in part (a) 
examined the median. 
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